DEPTH ESTIMATION FOR A SINGLE OMNIDIRECTIONAL IMAGE WITH
REVERSED-GRADIENT WARMING-UP THRESHOLDS DISCRIMINATOR

Yihong Wu Yuwen Heng

Mahesan Niranjan

Hansung Kim

Vision, Learning and Control Research Group, School of Electronics and Computer Science
University of Southampton, UK

ABSTRACT

Depth estimation for single image using deep learning re-
quires a large labelled depth dataset with various scenes for
training. However, currently published omnidirectional depth
datasets cover limited types of scenes and are not suitable
for depth estimation for various real-world scenes. With the
challenge of labelled real-world datasets generation and sta-
bility of the performance, we propose an architecture with
the Reverse-gradient Warming-up Threshold Discriminator
(RWTD) to estimate real-world depth maps from the syn-
thetic ground truth. It takes labelled synthetic scenes of a
source domain and unlabelled real-world scenes of a target
domain as inputs to predict the corresponding depth maps.
Compared with state-of-the-art encoder-decoder models, the
proposed architecture shows an 11% points improvement on
the testing dataset for depth accuracy.

Index Terms— Depth estimation, domain adaptation

1. INTRODUCTION

3D scene reconstruction and representation have been es-
sential tasks in computer vision and robot vision in the past
decades. As one of the most important tasks of 3D scene re-
construction, depth estimation predicts the distance between
the visible surface and the sensors [1]. Depth sensors, such
as time-of-flight cameras and LiDARSs, can generate precise
depth maps [2]. However, they have deficiencies such as
low-resolution [3], inaccuracy in textureless regions, short
sensing range and expensive reconstruction process [4].

One barrier to depth estimation with a normal perspective
camera is that the limited field-of-view (FoV) provides only
a partial observation of the scene. Observation of the whole
surrounding 3D environment requires multiple calibrated and
synchronised sensors. Omnidirectional cameras provide a
good solution, as they capture the full surrounding scenes in
one image [5]. There have been several end-to-end models
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on omnidirectional single image depth estimation for the om-
nidirectional depth estimation [3, 6]. These encoder-decoder
models require large labelled datasets containing different
scenes for learning to be able to generally predict depth maps
for real-world scenes [7]. However, it is difficult to collect a
large depth-labelled dataset because a synchronised RGB-D
sensor for omnidirectional capture is not generally available.
Currently published omnidirectional depth datasets contain
limited types of scenes. Even the largest depth datasets,
such as 3D60 [3] and Pano3D [8], contains similar depth
distribution and limited real-world scene types.

Computer Graphics (CG) models can solve this problem
as they can easily generate a huge amount of rendered im-
ages with corresponding depth from 3D models at a low cost,
and users have full control of the synthetic datasets, such as
adding objects and changing the scene light [9]. Therefore, it
is possible to use CG scenes for training and domain adapta-
tion can help map the two different domains to a similar fea-
ture space [10]. Inspired by previous works [9, 7], we hypoth-
esised that learning only from synthetic images can help es-
timate depth maps for unlabelled omnidirectional real-world
scenes and proposed the architecture with both better perfor-
mance and stability.

2. RELATED WORK

Depth estimation. End-to-end neural network based on
U-Net was utilised to estimate depth from omnidirectional
RGB images [3]. [6] proposed to combine two networks with
an equirectangular image and its corresponding cubic pro-
jection map to avoid the distortion problem of omnidirec-
tional images. SliceNet [11] uses long short-term memory
(LSTM) to represent relationships between vertical slices of
equirectangular projections to estimate depth maps. Although
these models show good performance with the given labelled
datasets, they cannot perform well for other real-world scenes
because the model can only predict certain types of scene
depth due to the limited variety of training datasets [7], and
they need a large number of labelled datasets for training.
This different data distribution of different scenes problem
can be solved by mapping information in different fields to
a common feature space [12].



Fig. 1. Overview of Proposed Architecture

Domain adaptation. Domain adaptation is a method
to map different domain data into a common feature space.
[10] proposed a Generative Adversarial Network (GAN) [13]
based model for depth estimation. This model learned from
the digital handwriting dataset can recognise a different dig-
ital dataset with colourful handwriting images. There is a
work for normal perspective images to comprehensively pre-
dict depth maps, surface normals, and edge contour maps
[9]. Similarly, [7] proposed a domain adaptation based model
for predicting the omnidirectional depth maps with limited
labelled data available with two similar domains. This work
shows that domain adaptation can work for omnidirectional
depth estimation, but it still requires similar real-world scenes
for training.

From Regression to Classification [14] demonstrated
that the regression problem could be transformed into a series
of ordinal binary classification tasks (ordinal regression). [15]
proposed depth estimation by an ordinal regression network,
which divides a depth range into a set of discrete intervals.
Each interval represents a threshold with a binary classifier
that determines whether it is greater than a particular depth,
and the final depth result is the cumulative truth values of
these binary classifiers. [16] added a transformer encoder to
the model based on the work of [15] to predict the adaptive
depth intervals of different images rather than fix them, thus
obtaining more accurate and smooth depth maps.

3. METHOD

3.1. Proposed Architecture

Figure 1 illustrates the overview of the proposed architecture.
It consists of an encoder-decoder model, transformer encoder,
and proposed Reverse Warming-up Threshold Discriminator
(RWTD).

Encoder-decoder Model. The encoder-decoder model is
the U-Net model. For encoder, EfficientNet B5 [17] is used as
backbone because of the better performance according to our
experimental results for comparing backbone of ResNet [18],
EfficientNet, and DenseNet [19]. This is because Efficient-
Net can integrate width, depth, and resolution into a compre-
hensive task of the network [17]. For the decoder, we use
a shallow decoder that contains two convolution layers and

four bilinear upsampling layers. The encoder-decoder model
takes omnidirectional RGB images as inputs and outputs cor-
responding feature vectors for the transformer encoder.

Adaptive Bins. Regression-based architectures do not get
enough global information for the output values because a
limitation of the convolution layer is that they process global
information only when the tensor reaches low spatial reso-
lution or near the bottleneck. The transformer can help as it
considers global information throughout. The predicted depth
range can be divided into bins [16], and the final depth esti-
mate is a linear combination of these bins centres. The main
body of the adaptive bins block in our architecture is a vision
transformer [20] based structural block that divides the depth
range of each scene into multiple bins, and the central bin val-
ues show the depth adaptively. Following this idea, the depth
regression task is transformed into a classified task.

Reverse Gradient Warming-up Threshold Discrimina-
tor. As the main contribution of our work, Reverse-gradient
Warming-up Threshold Discriminator (RWTD) enables the
architecture to predict depth maps without training on real-
world ground truths, but only on CG dataset. The discrimi-
nator in the proposed architecture is to classify output feature
vectors of the encoder-decoder model from the source domain
or target domain. With the idea of reverse-gradient descent
[10], the RWTD is trained to be unable to distinguish which
domain the feature vectors belong to. In addition, RWTD al-
lows the discriminator to focus on similar images while ig-
noring the differentiated ones from the source and target do-
mains with the increase of epoch number. In this way, com-
pared with the previous GAN-based domain adaptation meth-
ods [10, 21, 7], it assigns different weights to different scenes
in the training data set during the training process. Therefore,
the information learned in the source domain can be applied
to predict depth maps of unlabelled scenes from the target do-
main. Moreover, a further reason why the previous architec-
ture cannot train just on CG pictures and predict depth maps
for real-world situations is that the domain label losses will
continue to increase and dominate the loss function, hence
guiding the whole architecture in the incorrect gradient di-
rection. To address this issue, RWTD employs warming-up
thresholds to set constraints on the loss values throughout the
training process, and this value is modified based on the train-
ing epoch to ensure the optimal performance of the whole ar-
chitecture (details shown in Sec. 3.2.1).

3.2. Loss Function

The loss function combines the dense depth loss [22], the
ChamferLoss [16], and Domain Label Loss (DLL) (Equation
1). « and § represent the factor of dense depth and Cham-
ferLoss, respectively. 6 represents domain label loss factor
(DLLF), and it controls the influence of DLL. These factors
balance the weight of different losses and lead to the good
performance of the proposed architecture. More details about



the dense depth loss and Chamfer Loss can be found on in the
GitHub page introduced in Sec. 3.3.

L(GT, Output) = aLgense(GT, Output) + BLchamfer(GT, Output)

+0(Ligper, (GT, Output) + Ligper, (GT, Output))

3.2.1. Domain Label Losses

The source and target domain images are labelled with do-
main labels 1 and 0, respectively. DLL function calculates the
loss values between the original domain label and the output
domain label from the discriminator. Inspired by focal loss
[23, 21], RWTD was designed to solve the low-performance
problem caused by imbalanced data in the image domain. The
proposed discriminator can ignore the easily distinguished
samples and increase the weight of the samples that are dif-
ficult to distinguish (Equation 2 and 3). thres is the RWTD
threshold factor, and p is the model’s estimated probability
for the class, while d is the domain label.

RWTD (p)=—f(p)log(p), f(p)=(01-p),

{1, ()

As shown in Equation 4, the threshold probability thres
decreases according to the epoch number during the training
process. From experiments with preliminary architecture [7],
it can be observed that the architecture does not perform well
because the DLL increases at the beginning, as the model
does not learn enough information from the source domain. In
addition, with the unconstrained increasing DLL, the domain
loss will lead in the wrong direction, only focusing on making
the model unable to recognise the image coming from which
domain. Therefore, this loss will dominate the loss function
and causes poor performance. RWTD will solve this problem
by constraining the loss values.

p = max(p, thres)

@)

ifd=1
ifd=0

ifp>1x10-2

otherwise

“

1 x 10~% x 10—¢epoch
thres =
1x10-24

3.3. Implementation and Evaluation Metrics

In order to support the research in this field, the code and
implementation details of this work were made available at
https://github.com/MinisculeDust/RWTD. The
implementation details and supplement materials are also
shown on GitHub page.

4. EXPERIMENTS

4.1. Performance

For a fair comparison, we considered different depth estima-
tion models and compared our architecture with the best of

(a) AdaBins (b) Proposed Architecture
Fig. 2. Accuracies with Different Thresholds. Each graph
contains three accuracy curves that are used to evaluate the
performance of the model with different thresholds, and these
curves show the accuracies with thresholds, thresholds?
and thresholds®, respectively.

them. The default hyperparameters were tried, but the model
showed poor performance. This is because the model was
becoming overfitting (see Appendix on GitHub) for the CG
dataset and performed poorly on the real-world dataset. Fi-
nally, by doing experiments with different learning rates from
1 x 1077 to 0.1, an appropriate learning rate of 1 x 10~ for
RectNet was found to get better performance. Learning rates
of U-Net Model [4], AdaBins [16] and SliceNet [11] were set
as1x 1075, 3 x 10~* and 1 x 1073 respectively after doing
the similar experiments.

Table 1 shows that the proposed architecture outper-
formed the state-of-the-art (SOTA) models [4, 16, 3, 11]
with different testing datasets, with 11% and 3% points im-
provement. They were trained with the SunCG dataset and
tested with the Stanford2D3D testing dataset (area5) and the
Stanford2D3D area6 dataset [3]. The proposed architecture
outperforms other methods for two reasons: First, it estimates
the depth by information from both the source and target do-
mains rather than directly applying what is learned from the
source domain to the target domain. Second, the architecture
assigns different weights to different scenes in the source do-
main according to their similarity to that in the target domain
during training. Thus, the proposed architecture can focus on
learning scenes similar to the target domain.

Fig. 2 shows the performance of two trained models with
different thresholds accuracies on Stanford2D3D area5. The
threshold ranges from 1.0 to 1.5. For evaluation methods in
this paper, 1.25 is used as the threshold according to [22, 4,
3, 16]. This figure shows that the proposed architecture has
more obvious advantages when the threshold is low, and it can
show a significant competitive advantage in a more stringent
evaluation condition.

4.2. Comparison with DA

Table 2 shows the results with different discriminators. We
were unable to obtain a result with the weak-alignment dis-
criminator [21] because the probability value during training



Table 1. Performance comparisons of baseline and proposed architecture

Testing dataset Model a; T as T as T rel | rms J log10 |
Alhashim and Wonka [4] 50.354+1.55 81.8+1.49 95.2440.62 0.2554+0.007 0.973£0.019 0.11840.004
areas AdaBins [16] 63.03+4.27 90.32+1.83 97.74£0.53  0.254+0.025 0.69940.058 0.09140.008
RectNet [3] 61.04+0.86 85.81+0.49 96.23+0.21 0.216+0.002 0.92640.009 0.098+0.001
SliceNet [11] 59.63+4.27 88.11+£3.82 97.840.70  0.26+0.029  0.62440.051  0.096+0.009
Ours 74.08+2.37 95.81+0.63 99.21+0.2  0.18+0.009  0.543+0.042 0.069+0.003
Alhashim and Wonka [4] 50.564+0.32  78.6+0.57 92.524+0.32 0.27140.003 1.098+0.007 0.12340.001
areat AdaBins [16] 69.42+5.68 90.71+1.67 97.29+0.43  0.2274+0.03 0.641+0.034  0.083+0.01
RectNet [3] 55.34+1.16 82.14+1.33 93.49+0.52 0.263+0.003 1.0964+0.008 0.11340.003
SliceNet [11] 57.914+6.23 86.87£1.67 96.17+0.64 0.2814+0.028 0.7344+0.044 0.10340.009
Ours 72.33+1.77 93.38+£0.35 98.22+0.14 0.197+0.009 0.595+0.013 0.075+0.003
Table 2. Effect of discriminator
Model a; T as T as T rel | ms | logl0 |
Unsupervised DA [7] 26.2 50.7 68.1 0.855 1.720 0.235
RWTD (Ours) 74084237 95.8140.63 9921402 0.18::0.009 0.543:0.042  0.069-0.003

was too low. The model from [10] cannot work well with
the task from CG scenes to real-world scenes because of the
dominant DLL.

4.3. Stability

The proposed model not only outperforms the SOTA models,
such as AdaBins but also performs more stable than them.
Fig. 3 shows the comparison of the stability of models. The
performance of models is evaluated with testing data every
100 batches. It can be observed that the test results of the
AdaBins model fluctuated significantly during the training
process, while the proposed structure is more stable than it.
This is because the training dataset contains different types
of scenes. When a batch of training data containing scenes
is significantly different from the testing dataset, the model
performance suddenly deteriorates. In the proposed structure,
RWTD assigns different weights to different scenes in the
training data set during the training process. It assigns high
weights to scenes with high similarity while ignoring scenes
from source and target domains with low similarity as much
as possible, which leads to a stable performance.

4.4. Ablation Study

For individual component analysis of the proposed architec-
ture, the ablation studies are conducted on the SunCG and
Stanford2D3D datasets. Table 3 shows to what extent differ-
ent components contributed to the proposed architecture. This
table shows the accuracy of the proposed model is improved
by about 9% points compared with the structure containing
encoder-decoder only with the help of RWTD, and about 4%
points accuracy improvement than that with reverse-gradient
discriminator (RD).

(a) Stanford2D3D Area5

(b) Stanford2D3D Area6

Fig. 3. Stability comparison of a; accuracy (Left: AdaBins;
Right: Proposed method)

Table 3. Investigation on the effect of each component in the
proposed architecture

Model ar T az az T rel | ms | logl0 |

Encoder-decoder model only ~ 65.15+4.05  91.13£1.59  97.714£0.53  0.24+0.025  0.683+0.055 0.087+0.008
69.68+5.43  94.57+£1.95 99.03+0.4  0.199+0.025 0.565+0.068 0.075+0.008

with RD

with RWTD (Ours) 74.08+2.37 95.81+0.63  99.21+0.2

0.18+0.009  0.543+0.042  0.069+0.003

5. CONCLUSION

Existing encoder-decoder models are often incapable of re-
liably predicting depth maps for unlabeled real-world situa-
tions due to the lack of labelled dataset types and the difficul-
ties of getting real-world depth maps. In this paper, we pro-
posed to use a synthetic dataset to estimate real-world depth
maps since they span a variety of scene types and are easy to
acquire. A domain adaptation-based architecture with RWTD
is proposed in order to address the gap between CG images
and real-world images. It shows significantly better stability
and 11% points higher accuracy than SOTA encoder-decoder
models. This research makes it feasible to predict omnidi-
rectional depth maps for real-world scenarios using a labelled
dataset of synthetic images.
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